
► RECHERCHES ET PERSPECTIVES 
 

 
 

Statistique et Enseignement, 3(1), 3-18, http://www.statistique-et-enseignement.fr/ 
© Société Française de Statistique (SFdS), Juillet/July 2012 

PSYCHOLOGY STUDENTS’ UNDERSTANDING 
OF THE CHI-SQUARED TEST 

Gustavo R. CAÑADAS1, Carmen BATANERO2, 
Carmen DIAZ3 and Rafael ROA4 

TITRE 

Compréhension du test du chi-carré par des étudiants de psychologie 

ABSTRACT 

This paper describes a study of the competence to carry out the Chi-squared test, which is 
frequently used in psychology and education, in a sample of psychology students after studying 
the subject. Using an open-ended problem that is solved with the help of an Excel program, we 
analyse the setting of hypotheses, identification of the statistics and p-value, decision taken and 
interpretation of results. Some implications for teaching are also included. 
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RÉSUMÉ 

Ce document décrit une étude de la compétence pour effectuer le test du chi-carré qui est 
fréquemment utilisé en psychologie et en sciences de l’éducation. On observe un échantillon 
d'étudiants en psychologie après qu’ils aient étudié le sujet. Par la considération d’un problème 
ouvert, qui est résolu avec l'aide d'un programme Excel, nous analysons la formulation des 
hypothèses, l'identification de la statistique du chi-carré et de la p-valeur, la décision prise et 
l'interprétation des résultats. Quelques implications de cette étude pour l'enseignement sont 
également abordées. 

Mots-clés : tests statistiques, chi-carré, compréhension. 

1 Introduction 

While students may easily learn formulas and apply statistical procedures, they may not 
attain the knowledge required to adequately solve problems using inferential statistics; 
consequently it is important to investigate the students’ difficulties as well as the factors that 
support the students’ skills to correctly apply statistical methods (Alacaci, 2004). One main 
inferential tool is the statistical test that aims to state the evidence in a sample against a 
previously defined null hypothesis. Statistical tests are difficult to understand by students, 
because performing these tests requires students to understand and be able to relate many 
abstract concepts such as the concept of sampling distribution, the significance level, the null 
and alternative hypotheses, and the p-value (Castro Sotos et al., 2007). 

A common statistical analysis is the Chi-squared test, also referred to as χ2 test, in which 
the sampling distribution of the test statistics when the null hypothesis is true is a Chi-squared 
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distribution. Two cases where this happens are the tests used to examine the homogeneity of 
several samples and to check the association of two variables from data presented in a 
contingency table. 

Although previous literature has analysed the students' difficulties in relation to 
hypothesis testing, such studies have relied on multiple-choice items, or only analysed 
parametric tests for the mean of a normal population. They have also focused on the 
understanding of the concepts involved in hypothesis testing, rather than on studying the 
students’ competence to complete all the steps in this procedure. 

To complement the existing research on this point the objective of our study was to 
evaluate how psychology students perform the different steps required in a Chi-squared test of 
homogeneity, after having studied the topic. This test is applied to a single categorical 
variable from data collected from two or more different populations and is done to determine 
whether several populations are similar or homogeneous in some characteristics. Our aim is to 
analyse the different steps needed to perform a complete Chi-squared homogeneity test: 
setting the hypotheses, identifying the Chi-square and p-value with the help of computation 
software, making a decision, and interpreting the results. 

To follow, we first present the bases for this study, then describe method and discuss the 
results. Some implications for teaching are also included. 

2 Theoretical background 

2.1 Understanding statistical tests 

In the past 50 years hypotheses tests have become predominant in psychological and 
educational research. In spite of this wide use, the interpretation and application of 
significance tests have been controversial since their creation, and debates about their use 
have become popular after Cohen’s (1994) paper in the journal American Psychologist. 
Moreover, psychological and educational research has shown widespread misconceptions 
among both students and scientists who use statistical inference in their work (see Harlow, 
Mulaik & Steiger, 1997 or Batanero, 2000 for a survey). The prevalence of these errors lead 
to a paradoxical situation where, on one hand, a significant result is required to get a paper 
published in many journals and, on the other hand, significant results are misinterpreted in 
these publications (Falk & Greenbaum, 1995; Lecoutre & Lecoutre, 2001). 

The controversy related to the use of statistical tests has been very strong within some 
professional organizations in the past 15 years (e.g., Ellerton, 1996; Robinson & Levin, 1997; 
Levin & Robinson, 1999; Wilkinson, 1999; Batanero, 2000; Batanero & Díaz, 2006). 
Consequently these institutions suggested important changes in their editorial policies 
regarding the use of statistical significance testing. At the same time the controversy raised 
the interest of educational researchers who started studying the understanding of statistical 
tests on students (see Castro Sotos et al., 2007 for a review). 

A particularly misunderstood concept is the level of significance, α, which is defined as 
the probability of rejecting a null hypothesis, given that it is true. The most common 
misinterpretation of this concept consists of switching the two terms in the conditional 
probability that serves to define the significance level; that is, the error consists of interpreting 
the level of significance as the probability that the null hypothesis is true, once the decision to 
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reject it has been taken. This mistake was described in Birnbaum (1982), who reported that 
his students found the following definition reasonable: "A level of significance of 5% means 
that, on average, 5 out of every 100 times we reject the null hypothesis, we will be wrong". 
Other researchers found the same error. For example, Falk (1986) found that most of her 
students believed that α was the probability of being wrong when rejecting the null 
hypothesis. Similar results were found by Vallecillos (1994) in university students and by 
Haller and Krauss (2002) in university lecturers involved in the teaching of research methods. 
More specifically they found that 4 out of every 5 methodology instructors had 
misconceptions about the concept of significance, just like their students. 

The level of significance is not the only concept misunderstood in significance testing, but 
there is also confusion between the roles of the null and alternative hypotheses as well as 
between the statistical alternative hypothesis and the research hypothesis (Vallecillos, 1994; 
Chow, 1996). The null hypothesis is assumed to be true, it is planned to be rejected and 
determines the sampling distribution of the statistics. However, although Vallecillos and 
Batanero’s (1997) participants study agreed on the theoretical idea that we establish a null 
hypothesis with the intention of finding evidence against it, they were inconsistent when 
asked to define the null and alternative hypothesis for a specific problem, since they 
exchanged both hypotheses. Moreover part of the students raised their hypotheses in terms of 
the statistics (for example, the sample mean) instead of using the parameter (the sample 
population). 

Castro et al. (2007) and Vera, Diaz, and Batanero (2011) informed about the students’ 
difficulties in identifying the population under study. As regards the logic underlying the 
statistical tests, Vallecillos (1994) reported that many students in her research believed that 
correctly carrying out a test proved the truth of the null hypothesis, as in the case of a 
deductive procedure. The same error was also described by Liu and Thompson (2009) when 
interviewing eight high school statistics teachers, who did not seem to understand the purpose 
of statistical tests as mechanisms to carry out statistical inferences. 

All these difficulties are related to the understanding of the underlying logic of statistical 
tests (Harradine, Batanero, & Rossman, 2011). These authors suggest that statistical inference 
consists of three distinct, but interacting, fundamental elements: (a) the reasoning process, (b) 
the concepts and (c) the associated computations. While the computations are easily carried 
out today with the help of software, Harradine, Batanero and Rossman claim that the teaching 
of the logic of statistical tests and underlying concepts is still an open problem. 

All the above research focussed on parametric tests; frequently on testing the value for the 
mean of a normal population and never centred on the understanding of the Chi-squared test 
of homogeneity, which is the focus of the present study. 

2.2 Mathematical objects and semiotic conflicts 

Our research was supported by some theoretical ideas from the onto-semiotic approach 
developed in different works (Godino, 2002; Godino, Batanero & Font, 2007). These authors 
distinguish the following types of primary mathematical objects, that are organised in either 
institutional (epistemic) or personal (cognitive) configurations: (a) Problem-situations (in our 
work, deciding about the homogeneity of several samples); (b) Language (terms, expressions, 
notations, graphics) used in mathematical work, such as the expressions H0 and H1 to describe 
the hypotheses; (c) Concepts, such as statistics and parameter, level of significance; (d) 
Propositions, properties or attributes, such as the fact that the null and alternative hypotheses 
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are complementary; (e) Procedures (operations, algorithms, techniques, such as computing the 
Chi-squared statistics); and (f) Arguments used to validate and explain the propositions and 
procedures, including deductive and inductive arguments. 

Another component in the model is the idea of semiotic function. Godino (2002) 
generalizes the notion of representation, by taking the idea of semiotic function from Eco: 
"there is a semiotic function when an expression and a content are put in correspondence" 
(Eco, 1979, p.83). The authors interpret meaning as the content of any semiotic function, that 
is to say, the content of the correspondences (relations of dependence or function) between an 
antecedent (expression, signifier) and a consequent (content, signified or meaning), 
established by a subject (person or institution) according to distinct criteria or a corresponding 
code. The content of the semiotic function could be a personal or institutional object; it could 
be a concept–definition, a problem–situation, a procedure, an argument, or a linguistic 
element. 

To discriminate between institutional and personal meaning for a same mathematical 
expression, the onto-semiotic approach introduces the idea of semiotic conflict. This idea has 
been introduced in the onto-semiotic approach as an explanation of students’ errors, 
difficulties and obstacles in the learning of specific mathematical content, and in general, of 
difficulties arising in classroom communication. A semiotic conflict is any disparity or 
difference of interpretation between the meanings ascribed to an expression by two subjects 
(people or institutions). In this work the idea of semiotic conflict will be used to explain the 
students’ difficulties in carrying out the Chi-squared test. 

3 Method 

The sample consisted of 92 psychology students, who followed a course in "Data analysis in 
psychological research" (first year of psychology degree) during the academic year 2010-
2011. Four theoretical and two practical 1 hour long sessions were devoted to the study of 
contingency tables, including the Chi-squared test of homogeneity. The period of time 
devoted to this theme was one month, and the evaluation was carried out a week later. These 
students had also studied the bases of inference (sampling, differences between random and 
statistical variable, statistics and parameter, sampling distributions, including the normal, t, 
Chi-squared and F distributions, the confidence intervals, the logic of statistical tests and 
some parametrical statistical tests (differences of means and proportions) in the first semester 
of the same year for a period of four months. Moreover they had studied descriptive statistics 
and a more elementary introduction to sampling an inference in the high school, the previous 
year (for another semester). 

The problem analysed in this report (Figure 1) was solved by the participants as part of 
their final assessment in the course. Students were given an Excel program where they could 
get the value for the Chi-square statistics, after entering the table data; the program did not 
provide the degrees of freedom; although, once students provided this value, the program 
computed the associated p-value. 

In the problem, the students had to carry out a test of homogeneity and complete all the 
different steps. Every hypothesis test requires a null hypothesis and an alternative hypothesis 
to be stated. These hypotheses should be stated in such a way that they are mutually 
exclusive. That is, if one is assumed to be true, the other must be rejected as false. Consequently, 
to solve question (a) the student needs to interpret the statement, and remember that in a 
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homogeneity test we try to decide whether the data come from different populations or not. A 
possible correct formulation of the hypotheses is as follows: 

H0: the proportion of people perceiving each word as emotionally positive, negative or 
neutral is the same. 

H1: some of the proportions of people perceiving each word as emotionally positive, 
negative or neutral are different. 

To answer the second question, the student can use a computer program, which provides 
the value Chi = 10.81, although he/she must specify the degrees of freedom. In statistics, the 
number of degrees of freedom is the number of values in the final calculation of a statistic that 
are free to vary. The degrees of freedom in the problem is computed by multiplying the 
number of rows minus one, by the number of columns minus one, that is df = (3-1)x(3-1)=4. 
Once this value is provided, the program calculates the p-value = 0.029. 

In question (c) the student has to remember the logic underlying statistical tests and how 
to build the acceptance and rejection regions, the definition of the p-value and the significance 
level and conclude that the result is not statistically significant for the critical value given in 
the problem. The last step is to interpret the results: at a 0.01 significance level we cannot 
accept that the proportion of people perceiving one or more words as emotionally positive, 
negative or neutral is different (one or more words has different emotional component) and 
therefore, we must accept that these proportions are identical, so that the data come from 
identical populations (the three words have the same emotional component). 

Throughout an experiment, a psychologist selects three words and decides to assess their 
emotional component in a random sample of students. He independently presents each word to 
100 subjects and records whether the word is perceived as emotionally positive, negative or 
neutral. In view of the results, should the psychologist consider that all the three words have the 
same emotional component? 
 

 

a. Establish the adequate hypotheses to perform a Chi-squared test of homogeneity. 
b. Compute the test statistics and the associate p-value using the software. 
c. Decide whether the psychologist should reject or not the null hypothesis at a significance 

level α=0.01. 
d. Interpret the implications of your result in this research. 

FIGURE 1 – Problem proposed to the students 

4 Results 

Once the data were collected a qualitative analysis of the responses to each question was 
carried out, to classify the responses, which are presented below. We denote as CR.n, PR.n 
and IR.n the correct, partially correct and incorrect responses. 

Perception of the  
emotional component

Word 1 Word 2 Word 3 

Positive 26 45 32 
Negative 32 27 38 
Neutral 42 28 30 
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4.1 Establishing the hypotheses 

The choice of adequate hypotheses is the first step in carrying out a statistical test and 
determines the results of the complete process. However, Vallecillos (1994) suggested that 
defining the null and alternative hypotheses presents great complexity for students, who are 
unable to identify the most appropriate statement for each case. In Table 1 we present an 
example for each type of response to question (a). We found the following categories: 

CR.1. The student uses an appropriate notation for the null and alternative hypotheses, and 
makes explicit reference to the parameter "population proportion" in a symbolic way to 
establish the hypotheses, which are correctly chosen. 

CR.2. The student refers to the concept of distribution (instead of referring to the 
population parameter) and does not use a symbolic expression. The formulation of the null 
and alternative hypotheses is correct. 

TABLE 1 – Examples for each category of responses in question a 

Category Example 
CR.1 H0: p1j = p2j = p3j 

H1: One or more populations are different 
CR.2 H0: The three populations have identical distribution for variable Y 

H1: The distribution for variable Y in some of these populations is different 
PR.1 H0: μ1 = μ2 = μ3 

H1: μn ≠ μm, for some n, m belonging to {1,2,3} 
PR.2 H0: The three words have the same emotional component 

H1: Some words have different emotional component 
PR.3 H0: Emotional component1 = Emotional component2 = Emotional 

component3 

H1: EC1 ≠ EC2 ≠ EC3 

IR.1 H0: The given words influence the emotions 
H1: The given words do not influence emotions 

IR.2 H0: 10,81 
IR.3 H0: X1 ≠ X2 ≠ X3 

H1: X1 = X2 = X3 

IR.4 H0: The variables in columns are not associated 
H1: The variables in rows are associated 

IR.5 H0: p1j = p2j 

H1: different 
IR.6 H0: p1j = p2j = p3j 

H1: p1j ≠ p2j = p3j 

PR.1. The null hypothesis (equality of populations parameters) and the alternative 
hypothesis (difference between some of these parameters) are correctly established, but the 
student refers to the population mean, instead of using the proportions, in spite of this, there is 
not much sense in using the mean on qualitative data. Probably the fact that the frequencies in 
the contingency table are numbers leads the student to forget the difference between 
quantitative and qualitative data. 
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PR.2. Language used to state the hypotheses is imprecise, and consequently we cannot be 
sure that the student distinguishes the variable from its distribution. Although the null 
hypothesis is correctly formulated, the student does not refer to the concept of population or 
sampling distribution, which according to Harradine et al. (2011) are more abstract than those 
of population or sample. 

PR.3. The student chooses the correct null hypothesis, but the alternative hypothesis is 
incorrect, since in the homogeneity test it is only required that some of the populations are 
different (instead of all of them being different). Similarly to Vera et al. (2011), the two 
hypotheses do not cover the parametric space and therefore are not complementary. 

IR.1. The student confuses the null and alternative hypotheses (an error described by 
Vallecillos, 1994 and Chow, 1996). As reported in Vallecillos this confusion turns out to be a 
serious misconception that obstructs the understanding of the testing process and specially the 
correct interpretation of its results. Moreover, in this response the student formulates the 
hypotheses in an independence test. This confusion is reasonable, since the homogeneity Chi-
squared test statistics is computed exactly the same as the test for independence, using data 
from a contingency table. The only difference between the test for independence and the 
homogeneity test is the stating of the hypotheses since in homogeneity tests a null hypothesis 
is asserting that various populations are homogeneous or equal with respect to some 
characteristic of interest against an alternate hypothesis claiming that they are not. A related 
error was described by Hackett (2010) who reported that some students analyzed nominal 
data as a Chi-square goodness of fit test when a Chi-square test of association was needed, or 
vice versa. 

IR.2. The student presents the Chi-squared statistics as null hypotheses and gives no 
alternative hypothesis. When thinking about statistical inference it is necessary for students to 
clearly differentiate parameter and statistics. The parameter is an unknown value that 
determines the probability distribution that models the values of a variable in which we are 
interested (in this problem the proportions of people perceiving each word as emotionally 
positive, neutral or negative). The statistic is a value computed from the data (in this example 
the Chi-squared statistics) whose value is known and that is used to test the hypotheses. The 
hypotheses should be set in terms of the parameters (and not in terms of the statistics); 
moreover it makes no sense to establish the hypothesis in terms of the statistics, because its 
value is known. However, students giving this response did not clearly distinguished the 
concepts of statistics and parameter, and consequently set the hypothesis using the statistics, 
an error reported by Vallecillos (1994) and Castro Sotos et al. (2007). 

IR.3. The student exchanges the null and alternative hypotheses, and in the alternative 
hypothesis, he requires that the three populations have to be different. However, if the study 
has three or more populations and the test of homogeneity yields a significant p-value we 
should decide that the populations are not identical, but it is not possible to conclude which of 
the populations differ without further testing. Moreover, as the null and alternative hypotheses 
are not complementary, the hypotheses does not cover the parametric space, an error reported 
by Vera et al. (2011). 

IR.4. As in response IR.1, the student confuses the homogeneity and independence tests 
and moreover he/she indicates that the association is produced between the different rows or 
between the different columns (instead of suggesting that the rows and columns are 
associated). Our conjecture is that the student might be confusing value (each column or row 
is a value) and variable, an error that was pointed out by White (1980). 
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IR.5. The student only uses two populations (instead of three); he may be confusing the 
number of variables (two variables) with the number of populations (three populations); again 
we conjecture that this error maybe related to the difficulty in identifying the population under 
study that was pointed out by White (1980). 

IR.6. The null hypothesis is correct; but in the alternative the student only requests the 
difference between the two first populations and, consequently the hypotheses do not cover 
the parametric space (Vera et al., 2011). 

TABLE 2 – Results in question a 

Response   Frequency Percent
Correct CR.1 29 31.4 

CR.2 14 15.2 
Partly correct PR.1 10 10.9 

PR.2 7 7.6 
PR.3 13 14.2 

Incorrect IR.1 2 2.2 
IR.2 1 1.1 
IR.3 4 4.3 
IR.4 2 2.2 
IR.6 2 2.2 
IR.7 1 1.1 

No answer 7 7.6 
Total 92 100 

In Table 2 we observe that 46.6% of students posed correct hypotheses, 32.7% partially 
correct hypotheses, and 13.1% incorrect hypotheses. The most frequent answers were correct 
(CR.1 and CR.2), in which students posed correct hypotheses for the homogeneity test, either 
in a symbolic or verbal way. The next more frequent responses were partially correct (PR.1), 
where students set the hypotheses in terms of the population mean, instead of using the 
population proportion, and (PR.3) in which in the alternative hypothesis all the three 
populations are assumed to be different (instead of some of them), so that both hypotheses do 
not cover the parametric space, an error described previously by Vera et al. (2011) in a 
different problem. If we add the responses IR.3 and IR.6 (6 more students), about 20% of the 
students set hypotheses that were not complementary. 

The global results were better than those reported by Vallecillos (1994) and those by Vera 
et al. (2011) with 26% and 33% of participants respectively correctly posing the hypotheses 
in parametric tests (testing the value for the mean of a normal population). 

4.2 Test statistics and p-value 

In the second step, the students should use the Excel program to get the Chi-squared 
value, and, after providing the degrees of freedom, interpret the p- value that will be returned 
by the program. Statistical inference involves drawing conclusions that go beyond the data 
using the empirical evidence that supports these conclusions, which have a degree of 
uncertainty, quantified in this problem by the p-value, which accounts for the variability that 
is unavoidable when generalising beyond the sample data to the population. In spite of the 
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apparent simplicity of the task, the students still made some mistakes. Below we describe the 
different categories of answers (an example for each type of response is presented in Table 3). 

TABLE 3 – Examples for each category of responses in question b 

Category  Example 
CR.1 Chi-squared = 10.81; p-value = 0.029
IR.1 Chi-squared = 10.81; p = 0.001 
IR.2 Chi-squared = 10.81; p = 13.28 
IR.3 Chi-squared = 10.81 
IR.4 Chi-squared = 10.81; p = 0.01 

CR.1. In the correct response, the student used an appropriate notation, and obtained 
correct values for the Chi-square statistics and for p (after providing a correct value for the 
degrees of freedom). 

IR.1. The student correctly computed the Chi-square value, but confused the degrees of 
freedom and provided 1 d.f. instead of 4; consequently he/she obtained an incorrect p-value 
(the p-value corresponding to Chi-squared = 10.81 with 1 d.f.). As early as in 1940, Walker 
(1940) remarked on the difficulty of the concept of degrees of freedom, which is of great 
importance to modern statistical theory and which few textbooks had attempted to clarify. 
Modern statistical analysis makes much use of several very important sampling distributions 
for which the shape of the curve changes with the number of degrees of freedom, which 
appears as a parameter. Consequently, if a mistake is made in determining these degrees of 
freedom from the data, the wrong probability value will be obtained, as in this response. The 
confusion of the degrees of freedom was also found in the Alvarado’s research (2007) when 
his students worked with the t distribution to compute confidence intervals and in that by 
Olivo (2008) in students working with the t, Chi-square or F distributions in order to 
determine the sampling distributions for some statistics. 

IR.2. The student correctly computed the Chi-square value and the degrees of freedom. 
He/she then used the Chi-square table and obtained the critical value 13.28 corresponding to 
the level of significance α given in the problem statement. Then the student confused this 
critical value with the p-value without noticing that a probability cannot be greater than one, 
an error also described by Contreras et al. (2010). The student showed a routine learning of 
the several concepts related to performing a statistical test. 

IR.3. The student correctly computed the Chi-square value, but was unable to get the p-
value; probably because he did not remember the degrees of freedom as in the response IR.1. 

IR.4. The student correctly computed the Chi-square value, and provided the significance 
level value, instead of the p- value; he probably confuses both concepts, an error described by 
Vallecillos (1994). 

Results are presented in Table 4, where we see that the majority of students correctly 
obtained the Chi-squared statistics and the associated probability (64.2%) with the help of the 
statistics program. The most frequent incorrect responses (IR.1) and (IR.3) were related to not 
remembering the formula for the degrees of freedom, an error described by Alvarado (2007) 
and Olivo (2008), in the use of the t, Chi-square and F distributions. 
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TABLE 4 – Results in question b 

Response   Frequency Percent
Correct CR.1 59 64.2 
Incorrect IR.1 14 15.2 

IR.2 6 6.5 
IR.3 12 13.0 
IR.4 1 1.1 

Total 92 100 

4.3 Making a decision 

Making a correct decision involves the understanding of the logic behind statistical tests; 
this logic is supported by previous understanding of concepts such as distribution, centre, 
spread, association, uncertainty, randomness and sampling (Harradine et al., 2011). 

In question c we only found two types of answers. Correct answers are those in which the 
student interpreted the results appropriately, and did not reject the null hypothesis with 
formulations such as "we cannot reject the populations’ homogeneity". Wrong answers 
correspond to students who chose to reject the hypothesis, since they made a confusion 
between the acceptance and rejection criteria. These students showed a poor understanding of 
the logic behind the statistical tests, in agreement with Harradine et al. (2011) who suggested 
that, while most students may be able to perform the calculations associated with an 
inferential process, many students hold deep misconceptions that prevent them from making 
an appropriate interpretation of the result of a statistical test. 

TABLE 5 – Results in question c 

Response  Frequency Percent
Correct 54 58.7 
Incorrect 30 32.6 
No answer 8 8.7 
Total 92 100 

In Table 5 we see that the majority of students (58.7%) made the right decision, with 
better results than those in Vallecillos’s research (1994) although still almost half of students 
failed to reach a correct decision, an error also reported by Haller & Kraus (2002). 

4.4 Interpreting the results 

The final step is to interpret the statistical results in the problem context. According to 
Chaput, Girard and Henry (2011) this is the final step in any modelling process and consists 
first of translating the mathematical results, then giving them a meaning to create answers to 
the original problem in the real world, and then again comparing these answers with the 
model hypotheses. Finally, the answers have to be put into perspective to estimate whether the 
model was adequate for the real problem. An example for each type of response in this part is 
presented in Table 6. 
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TABLE 6 – Examples for each category of responses in question d 

Category  Example 
CR.1 The emotional component is homogeneous in the different words. 
PR.1 Looking at the Chi-squared table I got a p-value p=0.029. Consequently, it is 

not statistically significant since it is higher than 0.01. We accept the 
homogeneity hypothesis. 

IR.1 We reject H0; this means that the three words have different emotional 
components. 

IR.2 We should reject the independence hypothesis (since the p-value is close to 0, 
this indicates a very unlikely Chi-squared value). 

IR.3 Observing the Chi-squared value we obtain that the probability of getting a 
value of 13.28 or greater with 4 d.f. is p = 0.029. 

We found the following categories: 

CR.1. The student interpreted the results in the context of the problem and made a correct 
decision. Once the decision of not rejecting the null hypothesis was taken, the student was 
able to interpret what the implication of this decision in the original problem was (assessing 
the perception of the words’ emotional component in the population of students). Since the 
null hypothesis was not rejected, all we could say is that we should (provisionally accept) that 
the emotional component of the three words was identical. 

PR.1. The student did not interpret the results according to the problem context, but made 
a correct decision and a generic (but correct) interpretation of a statistical test. In this response 
the students completed the work with the mathematical model and showed a good 
understanding of both the different concepts involved in statistical tests as well as in the 
reasoning involved in the test, as they took the correct decision. However they were unable to 
complete the last step in the modelling process and then did not perceived what the 
implications of the mathematical results in the context of the problem were. 

IR.1. The student interpreted the results in the context of the problem, but made an 
incorrect decision, since they rejected the null hypothesis. These students were able to 
complete the last step in the modelling process (interpreting the results); however they failed 
to take the correct decision because of an incorrect understanding of the logical reasoning in a 
statistical test. Moreover some students giving this response took into account the p-value but 
not α explicitly: “Since p = 0.029 is very close to 0, the Chi-squared value is very unlikely if 
H0 true; we therefore reject the equality of emotional component”. 

IR.2. The student did not interpret the results in the context of the problem, and made an 
incorrect decision, since they reject the null hypothesis. In this case, both the work with the 
mathematical model and the interpretation were incorrect. 

IR.3. These students neither interpreted the results in the context nor did they make a 
decision. 

In Table 7 we observe that 43.5% of the sample correctly interpreted the results in the 
context of the problem and then completed all the steps in a modelling process; the remaining 
students either did not interpret the results or made an incorrect interpretation. 
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TABLE 7 – Results in question d 

Response Frequency Percent 
CR.1 40 43.5 
PR.1 5 5.4 
IR.1 21 22.8 
IR.2 2 2.2 
IR.4 1 1.1 
No answer 23 25 
Total 92 100 

5 Discussion and implications for teaching 

According to Alacaci (2004), understanding statistics is a universal requirement for 
students in the social sciences; it is important therefore to develop in these students the 
appropriate ability to identify an appropriate statistical method for a given research situation, 
as well as for understanding, evaluating and carrying out statistical analyses and interpreting 
their results. In the problem proposed the students had to follow all the steps in a hypothesis 
test: 79.3% of them set correct or partially correct hypotheses; 64.1% of them correctly 
answered the two first questions and then computed the Chi-squared and p-value (with the 
help of software); 51.9% of students, in addition of completing the above steps, made a right 
decision and 43.5% of them correctly interpreted the results in the problem context and then 
answered correctly the four questions. 

In the incorrect and partly correct responses we were able to identify several semiotic 
conflicts (Godino, 2002) where the interpretation of mathematical expressions by the students 
was different from what was expected by the lecturer. These semiotic conflicts involved either 
concepts/properties or procedures, as follows: 

Semiotic conflicts involving concepts or properties 

• Students exchanged the alternative and null hypotheses, an error described by Vallecillos 
(1994) and Chow (1996) (see IR.1 and IR.3 in part a). These students did not understand 
the differences between these two hypotheses: they could not understand that the null 
hypothesis is assumed to be true and determines the sampling distribution of the statistics, 
and that we cannot directly work with the statistical alternative hypothesis. 

• Some students confused the statistics and the parameter and tried to establish the 
hypotheses in terms of the statistics (IR.2 in part a). Thus they failed to understand that 
while the probability distribution that models the values of a variable depends on the 
parameter values, while the statistics is computed from the sample data. Moreover in this 
response students did not notice that the p-value is a probability and therefore its value 
cannot be higher than 1. 

• We also found some confusion between the p-value and the significance level, two 
concepts that, according to previous research, are particularly misunderstood. The 
confusion between these two concepts that was reported by Vallecillos (1994) was found 
in the response IR.4 in part b of the problem. 

• Other students confused the acceptance and rejection regions as was visible in the 
incorrect responses in part c as well as in the responses IR.1 and IR.2 in part d of the 
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problem. These errors, also described by Haller & Kraus (2002), involve a 
misunderstanding of the logical reasoning behind statistical tests. According to Batanero 
(2000), this misunderstanding is due to the fact that, apparently, the formal structure of 
statistical tests is similar to that of proof by contradiction; however, there are fundamental 
differences between these two types of reasoning that are not always well understood by 
the students. 

• The two hypotheses did not always covered the parametric space (see responses PR.3, 
IR.3 and IR.6 in part a); here again the student fails in understanding the logical 
reasoning in statistical tests, where the null hypothesis is the logical complement of the 
alternative statistical hypothesis. 

• We also noticed confusion between a variable and its values (IR.4 in part a) or confusion 
between the number of variables and the number of values (IR.5 in part a). 

Semiotic conflicts involving procedures 

• In stating their hypotheses, part of the students confused the homogeneity test and 
independence test (responses IR.1 and IR.4 in part a) and, although in the teaching they 
received the lecturer distinguished between these two tests (as most statistics textbooks 
do), these students related ‘independence’ and ‘Chi-square’ when they were given a two-
way table. As suggested by Seier (2006), after being accustomed to the idea of 
independence, it takes a while for students to later accept a more general framework and 
be aware that independence might not always be what we are curious about. It will be 
important to present the students with more examples for these situations, which are 
frequent in research; such as for example, testing the agreement of raters. 

• Incorrect computation of the degrees of freedom in the Chi-squared distribution 
(responses IR.1, IR.3 in part b); this error was also observed in previous research by 
Alvarado (2007) and Olivo (2008); it also suggests the need to find ways to clarify to the 
students this concept, which is of great importance to modern statistical theory and is 
used in several important sampling distributions. 

In the problem proposed, these students were asked to complete a modelling cycle. 
According to Henry (2001) and Chaput et al. (2011), modelling consists of describing an 
extra-mathematical problem in mathematical terms. This description leads to setting some 
hypotheses which are intended to simplify the situation. Next, the second step of the 
modelling process is translating the problem and the working hypotheses into a mathematical 
model in such a way that working with the model produces some possible solutions to the 
initial problem. The students translated the question (if the three words had identical 
emotional components) and the working hypotheses to statistical terms (they established their 
null and alternative hypotheses for the homogeneity). Consequently participants in our sample 
built and worked with statistical models (Chi-squared distribution, p-value and level of 
significance, critical and acceptance regions). 

The third and final step consists of interpreting the mathematical results and relating these 
results to reality, in such a way that they produce some answers to the original problem. 
Although the majority of participants in our research correctly completed steps 1 and 2 in the 
modelling cycle, only 43.5% of them were capable of translating the statistical results they got 
to a response about the homogeneity of the words emotional component. That is, only this 
proportion of students could understand what the statistical results indicated about the original 
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problem and therefore, the remaining students failed to complete the last part of the modelling 
process. 

Dantal (1997) suggests that in our classroom, we concentrate on step 2 (“the real 
mathematics” in the modelling cycle), since this is the easiest part to teach to our students. 
However all the steps are equally relevant for modelling and in learning mathematics, if we 
want our students to understand and appreciate the usefulness of mathematics. It is therefore 
very important that teachers of statistics try to develop the students’ modelling ability. 

Our results agree with Zieffler (2008), who suggests that statistics education research 
provides evidence about the existence of errors and faulty reasoning in students which can be 
quite difficult to correct in spite of good instructional methods and activities. A suggestion of 
the author is to use informal or formal methods of assessment to help students differentiate 
between their correct and incorrect ideas and procedures. In this sense, the problem posed in 
this research may be used in the classroom to discuss with the students the different steps 
needed in a homogeneity test and to warn students about possible errors in performing this 
procedure. 
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