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In Phonetic Sciences, statistical analysis from experimental data have to be carried out to
confirm or disconfirm hypotheses. In this paper, a phonetic data set is considered and phonetic
research questions are addressed. To answer these questions, a mixed model is built using
a complex random effects structure and a non-diagonal residual variance-covariance matrix.
Then, it is validated on the data. Finally, we focus on statistical tests in the final model allowing
to compare the means between two groups of subjects, and a single mean to a reference value.
The paper is accessible to an audience experienced with linear models. Some familiarity with the
R software is also helpful.
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1. Introduction

In Phonetic Sciences, research is mostly based
on experimental data to confirm or disconfirm
hypotheses. For this purpose, a statistical anal-
ysis has to be carried out. The classical sta-
tistical approach consists of (i) modelling the
data using an adapted model, (ii) validating
the selected model, and (iii) testing statistical

hypotheses to confirm or not the phonetic hy-
potheses.

To model the data, analysis of variance
(ANOVA) is often used to explain one con-
tinuous response such as discrimination scores,
detection of phonetic contrasts or boundaries
(e.g. for the voicing feature), phoneme cate-
gorization, acoustic parameters (e.g. segment,
syllable, and word durations, VOT, formant
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frequencies, pitch peak, amplitudes of harmon-
ics,. . . ) with respect to different experimental
conditions (e.g. Kuhl et al. (1997)). Such a
model assumes that the data are independent
and the variance of the observations remains
the same from an experimental condition to
another. In studies where subjects contribute
to more than one measure, the ANOVA as-
sumption of data independence is not valid
and repeated measures ANOVA may be used
(e.g. Hazan and Barett (2000)). These models
allow to take into account the within-subject
effects. This is only valid with one factor of
interest and the same number of measures per
subject.
The need for advanced statistical tools in Pho-
netic Sciences has been recently highlighted
(Bergmann et al., 2016; Roettger et al., 2019).
Taking into account the variability of the re-
sponse among the different individuals calls
for advanced statistical approaches, such as lin-
ear mixed-effects models (Baayen et al., 2008).
Moreover, in some studies, the variable of
interest is not a single continuous response,
but several non-independent responses. This
is the case, for instance, of vowel formants.
They cannot be considered as independent
measurements, as they are related to vocal-
tract geometry and boundary conditions. In
such a case, the data modelling has to take
into account the dependence between the mea-
sured formants. This can be done by intro-
ducing complex residual variance-covariance
structures (Bazzoli et al., 2015). In this paper,
an example of phonetic data which needs to
be modelled using both a complex random
effects structure and a non-diagonal residual
variance-covariance matrix is considered.
Once an adapted model has been built, a model
validation step is required. This important vali-
dation step is done using diagnostic plots, and
in particular, residual plots are considered.
After being validated on the data, the statisti-
cal model can be used to provide answers to
the scientific research questions addressed by
a given study. Here, we focus on statistical
tests allowing to compare the means between
two groups of subjects, and a single mean to a

reference value. The methodological approach
is tested on a database gathered during a pho-
netic study which aimed at understanding how
Italian native-speakers interact with the percep-
tion and the production of French as a second
language (FSL) (Cornaz, 2014). Here, we focus
on the realization of the French vowels /y/ and
/ø/ which do not exist in the learners’ native
phonological systems (concerning both Italian
as an official and school language and Italian
native dialects).
In Section 2 details are given about the data
set and research questions. Section 3 describes
the statistical methodology used to fit the data
set. Linear mixed-effects models with growing
complexity are first elaborated, and the one
that best fits the data is selected. Then the
model is validated, and statistical tests are per-
formed in the chosen model in order to answer
the phonetic questions. All analyses in the pa-
per have been performed with the R software.

2. Data set

Observations were collected in the Italian Pied-
mont geographic area, with fifteen Italian
native speakers. They followed an 8-hours pro-
nunciation training of FSL including phonetic
correction practice. For the purpose of our
statistical study, we observe the production
of six women. The objective was to under-
stand how acquisition of new phonemes (due
to the lack of oral vowels /y/ and /ø/ for
Italian speakers) transforms and modifies the
learners’ acoustic vowel space. The phonetical-
acquisition assessment was twofold: (1) eval-
uation of how learners produce the two high
front (palatal) rounded vowel of French /y/
and / ø/ before attending the course; (2) com-
parison with their phonetic realizations after
training. In particular, formant-distance mea-
sures between vowels were addressed for each
learner (Ff (before)-Ff (after) for f = 1, . . . , 4).
Studies have shown that focal spectral pat-
terns due to formant frequency convergence
(or focalization) induce well-defined spectral
prominences which consequently increase the
acoustic-perceptual salience of vowels and give
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rise to stable percepts (Schwartz et al., 2005).
It was also demonstrated that spectral focal-
ization plays a role in shaping the structure of
vowel phoneme inventories (Schwartz et al.,
1997). Therefore, the intra-vowel distance be-
tween F1 and F2, F2 and F3, and F3 and F4
were also measured and compared before and
after training.

The data set contains formant values of French
vowels produced by learners before and af-
ter training of FSL with phonetic correction.
The formant values were computed on each
segment as the average of five measurement
points (located at 12%, 25%, 50%, 75%, 88% of
the segment duration). The measured vowels
included cardinal vowels ([i], [a], [u]), close-
mid vowels ([e], [o]), and non-native target an-
terior vowels ([y], [ø]). Wieling (2018) suggests
to use the five measurement points rather than
their mean in order to model general patterns
over dynamically varying data. In our paper,
we follow a more classical approach based on
linear mixed models in order to focus on the
previously cited sources of variability (within-
individual repeated measures and dependency
between the measured formants).
The individual boxplots of each formant and
each formant-distance before and after training
are displayed in Figures 1 and 2 for non-native
vowels /y/ and /ø/ respectively. Another pos-
sible data visualization would be univariate
scatterplots as proposed in Politzer-Ahles and
Piccinini (2018).
For each non-native vowel (/y/ and /ø/), the
following questions were addressed:
Q1. Do formants already achieve the French

reference value before training?
Q2. Do formants achieve the French reference

value after training?
Q3. Are formants similar before and after

training?
Q4. Is focalization before training already

similar to that of French front vowels?
Q5. Is focalization after training similar to

that of French front vowels?
Q6. Are distances between successive for-

mants similar before and after training?

3. Method

To answer these questions, the following three
different steps are fulfilled: (i) Data modelling
taking into account the within-individual re-
peated measurements and the dependence be-
tween the formants; (ii) Model validation; (iii)
Statistical tests in the selected model in order
to answer the phonetic questions. Analyses are
performed with the R software. More precisely,
we use the lme function in the nlme library
(Pinheiro et al., 2014) for the data modelling
step and the glht function in the multcomp li-
brary (Hothorn et al., 2008) for the statistical
tests step.
In this section, the methodology for the non-
native vowel /y/ is presented and detailed.
The same methodology has been applied to
vowel /ø/ and is described more briefly after-
wards.

3.1. Data modelling

For the purpose of data modelling, the data is
fitted using linear mixed-effects models with
complex random-effects structures and com-
plex variance-covariance matrices of the error.

3.1.1 Modelling the random effects struc-
ture

Following Bazzoli et al. (2015), we first fit the
model M0 given in Equation (1):
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where Ff sik is the kth measure of formant Ff for
individual i and stage s ∈ {Be f ore, A f ter}, µ is
the mean for formant F1 and stage Be f ore, α f is
the fixed effect of formant Ff (with α1 = 0), βs
is the fixed effect of stage s (with βBe f ore = 0),
γ f s is the interaction between formant Ff and
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Figure 1: Individual boxplots of each formant and each formant-distance before (white) and after (grey)
training for non-native vowel /y/. Solid lines correspond to reference values in the French language
(Georgeton and colleagues (2012).
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Figure 2: Individual boxplots of each formant and each formant-distance before (white) and after (grey)
training for non-native vowel /ø/. Solid lines correspond to reference values in the French language
(Georgeton and colleagues (2012).
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stage s (with γ1s = 0 for s ∈ {Be f ore, A f ter}
and γ f Be f ore = 0 for f ∈ {1, 2, 3, 4}), ξi is the in-
dividual random effect and ε f sik is the residual
error. The random effect ξi and the residual
error ε f sik are supposed to be normally dis-
tributed, centered, with respective variances
τ2 and σ2. All random effects are assumed
independent from each other and independent
from the error term. All residual errors are
supposed to be independent. With this model,
the mean measures for each formant and stage
are given in Table 1.

Table 1: Mean measures for each formant and each
stage.

Stage

Formants Before After

F1 µ µ + βA f ter
F2 µ + α2 µ + α2 + βA f ter + γ2A f ter
F3 µ + α3 µ + α3 + βA f ter + γ3A f ter
F4 µ + α4 µ + α4 + βA f ter + γ4A f ter

In order to evaluate the model quality, the indi-
vidual boxplots of the standardized residuals
by formant and stage are plotted in Figure 3.
The residual analysis of model M0 reveals that
residuals are centered by stage, but not by for-
mant. Note that residuals have different vari-
ances from a formant to another. To correct
the first defect, we build a linear mixed-effects
model by introducing individual random effect
ξi f in formant estimate, leading to model M1:
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with ξi f ∼ N (0, τ2
1 ).

We fit Model M1 using the R code displayed
in Annex A/Code 2. For each formant, the
boxplots of the standardized residuals by in-
dividual for model M1, displayed in Figure 4,
are now centered at zero. However, Figure 4
also indicates that the residual variability is
different from a formant to another. To take
this variability into account, a new model M2
is defined assuming a different variance per
formant for ξi f i.e ξi f ∼ N (0, τ2

f ). The R code
used to fit this model is displayed in Annex
A/Code 3 and the individual boxplots of the
standardized residuals by formant and stage
are presented in Figure 5.
The residuals for model M2 are similar to those
obtained for model M1. Nevertheless, to com-
pare both models, we use the ANOVA function
which displays the AIC and BIC values and the
p-value of the likelihood ratio test. The results
displayed in Annex A/Code 4 suggest that
model M2 fits the data better. However, note
that this model does not improve the residuals
graphs: there still remains different residual
variability from one formant to another.
To deal with this problem, we consider in the
following section a more general model keep-
ing the random-effects structure defined in
model M2, but allowing different variances
by formant for the within-group errors. More-
over, since the four formants are simultaneous
measures, the corresponding random variables
cannot be considered as independent. The cor-
relation matrix of the errors need to be taken
into account in the model.

3.1.2 Modelling the variance-covariance ma-
trix of the errors

Since the boxplots of the standardized resid-
uals by formant still present a different vari-
ability from a formant to another, a different
variance per formant in the variance-covariance
matrix of the errors

[
ε1sik, ε2sik, ε3sik, ε4sik

]
is in-

troduced, leading to a diagonal matrix with
different diagonal terms. The residual error
ε f sik is supposed to be normally distributed,
centered, with variance σ2

f . This new model
named M3 is fitted using the code displayed in
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Figure 3: Standardized residuals by formant (left) and stage (right) for each subject for model M0.

Figure 4: Standardized residuals by formant (left) and stage (right) for each subject for model M1.

Figure 5: Standardized residuals by formant (left) and stage (right) for each subject for model M2.
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Figure 6: Standardized residuals by formant (left) and stage (right) for each subject for model M3.

Annex A/Code 5.
The boxplots of the standardized residuals by
formant and stage for model M3 are presented
in Figure 6. They show that the formant vari-
ability of the data has been captured since the
standardized residuals are now similarly scat-
tered from one formant to another. The results
of the ANOVA function displayed in Annex
A/Code 6 confirm that model M3 fits the data
better than model M2.
To upgrade model M3 by taking into account
the dependence between formants, we now in-
troduce a correlation matrix structure. In a
new model M4, the variance-covariance ma-
trix of the errors

[
ε1sik, ε2sik, ε3sik, ε4sik

]
is non-

diagonal (see details in (Bazzoli et al., 2015)).
Model M4 is fitted using the code displayed
in Annex A/Code 7. The ANOVA function
is used to compare models M3 and M4. Al-
though the residuals graphics look very similar
in both models, the p-value of the likelihood
ratio test statistic allows us to conclude that
model M4 fits the data better than model M3.
Thus, this variance-covariance structure of the
errors is kept for the next modelling step.

3.1.3 Modelling the fixed-effects structure

Once the random-effects structure and the
variance-covariance matrix of the errors are se-
lected, we focus on modelling the fixed effects.
For this purpose, we examine the estimations
of fixed coefficients µ, α f , βs and γ f s:

Fixed effects: Y ~ formant * stage
Value Std.Error

(Intercept) 364.746 18.15550
formantF2 1633.088 82.79015
formantF3 2341.679 41.75014
formantF4 3478.763 31.97609
stageAfter 7.749 3.46054
formantF2:stageAfter 140.551 20.46553
formantF3:stageAfter -15.282 9.00898
formantF4:stageAfter -53.332 14.13607

DF t-value
(Intercept) 2663 20.09010
formantF2 2663 19.72563
formantF3 2663 56.08793
formantF4 2663 108.79263
stageAfter 2663 2.23916
formantF2:stageAfter 2663 6.86771
formantF3:stageAfter 2663 -1.69631
formantF4:stageAfter 2663 -3.77276

p-value
(Intercept) 0.0000
formantF2 0.0000
formantF3 0.0000
formantF4 0.0000
stageAfter 0.0252
formantF2:stageAfter 0.0000
formantF3:stageAfter 0.0899
formantF4:stageAfter 0.0002

All coefficients are significantly different from
zero at level 5% except γ3A f ter. This leads us to
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Figure 7: Diagnostic plots for model M4.

test the simultaneous nullity of the interaction
coefficients γ f s by fitting model M5 without
any interaction. This is done in Annex A/Code
8 as well as the comparison of models M4 and
M5 using the ANOVA function. The p-value
of the likelihood ratio statistic leads us to con-
clude that the interaction is significant and thus
model M4 is preferred to M5.

3.2. Model validation

To validate model M4 selected by the data
modelling step, model M4 is fitted again
by restricted maximum likelihood estimation
(REML) which is often preferred to maximum
likelihood estimation (ML) because it produces
unbiased and non-negative variance parame-
ter estimates (Patterson and Thompson, 1971).
Classical diagnostic plots are used and dis-
played in Figure 7: normalized residuals his-

togram, normal QQ-plot, normalized residuals
versus fitted values plot, fitted values versus
observed values plot. The normalized residu-
als histogram and the normal QQ-plot suggest
that there is a good fit between the normal dis-
tribution and the residuals distribution, except
for the extreme tails. The normalized residuals
versus fitted values plot does not highlight any
residual structure.

3.3. Statistical tests in the selected model

To answer the phonetic questions stated in Sec-
tion 2, contrast tests involving the fixed effects
parameters µ, α f , βs and γ f s are performed.
First, answering the phonetic question Q1
with regard to formant values before training
amounts to comparing the mean measure for
each formant at stage Be f ore to a reference
value in the French language. The mean val-
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ues measured by Georgeton et al. (2012) on 40
native French female speakers have been pro-
posed as a reference in contrastive studies of
French as a Foreign Language (FLE) produc-
tion. They are selected as reference values here.
These mean measures are displayed in column
Be f ore of Table 1.
From a statistical point of view, this boils down
to performing the following simultaneous four
tests of the null hypotheses:

HBe f ore
0, f : µ + α f = φ f , f ∈ {1, . . . , 4}

where φ1 = 276, φ2 = 2091, φ3 = 2579 and
φ4 = 3826.
Note that, since four tests are simultaneously
performed, the p-values need to be adjusted
with respect to the case where the tests are per-
formed separately (Dudoit and Van der Laan,
2008; Riou, 2013).
For that purpose, a contrast matrix which gives
the linear combinations from the fixed effects
parameters is built:


µ

µ + α2
µ + α3
µ + α4

 =


1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
1 0 0 1 0 0 0 0





µ
α2
α3
α4

βA f ter
γ2A f ter
γ3A f ter
γ4A f ter


,

and the statistical tests are performed using
the R code displayed in Annex A/Code 9.

To answer the phonetic question Q2 about
achieving the target reference values after train-
ing, we perform the following simultaneous
four tests of the null hypotheses:

HA f ter
0, f : µ + α f + βA f ter + γ f A f ter = φ f ,

f ∈ {1, . . . , 4}

The same methodology is followed building
the new appropriate contrast matrix in order
to obtain the mean measures after training
(column A f ter in Table 1). This matrix is built
by the R code displayed in Annex A/Code 10.

To answer the phonetic question Q3 about for-
mant similarity before and after training, the
mean measure for each formant at stage A f ter
(column "After" in Table 1) is compared to the
mean measure at stage Be f ore (column "Be-
fore" in Table 1). This amounts to comparing
their differences to zero. That leads to the four
simultaneous tests of the null hypotheses:

H0, f : βA f ter + γ f A f ter = 0, f ∈ {1, . . . , 4}

The new appropriate contrast matrix is built in
order to obtain these differences. The R code
is displayed in Annex A/Code 11.

The phonetic questions Q4, Q5 and Q6 deal
with the distances between successive formants.
Distances are calculated as the differences be-
tween formants frequencies. Table 2 displays
the mean measures for each difference at each
stage:

Table 2: Mean measures for the differences between
formants at each stage.

Differences Stage

of formants Before After

F2-F1 α2 α2 + γ2A f ter
F3-F2 α3 − α2 α3 − α2

+γ3A f ter − γ2A f ter
F4-F3 α4 − α3 α4 − α3

+γ4A f ter − γ3A f ter

To answer Question Q4, the mean measures of
the differences before training (column Be f ore
in Table 2) need to be compared to same differ-
ences for target values. This comes to perform
simultaneously the three following tests of the
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null hypotheses:

HBe f ore
0,F2−F1 : α2 = 2091− 276 = 1815

HBe f ore
0,F3−F2 : α3 −α2 = 2579− 2091

= 488

HBe f ore
0,F4−F3 : α4 −α3 = 3826− 2579

= 1247

As previously done, a new appropriate con-
trast matrix is built in order to obtain the mean
measures of the differences before training
(column Be f ore in Table 2). The R code is
displayed in Annex A/Code 12.

To answer Question Q5, the following three
tests of the null hypotheses are simultane-
aously performed:

HA f ter
0,F2−F1 :α2 + γ2A f ter

= 2091− 276 = 1815

HA f ter
0,F3−F2 :α3 − α2 + γ3A f ter − γ2A f ter

= 2579− 2091 = 488

HA f ter
0,F4−F3 :α4 − α3 + γ4A f ter − γ3A f ter

= 3826− 2579 = 1247

The corresponding R code is displayed in An-
nex A/Code 13.

Finally, Question Q6 consists in comparing the
two columns of Table 2. This amounts to per-
forming the following simultaneous three tests
of the null hypotheses:

H0,F2−F1 : γ2A f ter = 0

H0,F3−F2 : γ3A f ter − γ2A f ter = 0

H0,F4−F3 : γ4A f ter − γ3A f ter = 0

The corresponding R code is displayed in An-
nex A/Code 14.

4. Results

The R outputs of the statistical tests described
in the previous section are displayed in Annex
B. In this section, we interpret the results. For
each test, the null hypothesis is rejected at level
5% when the p-value is smaller than 0.05.

4.1. Results for /y/ vowel

Concerning Question 1, the results show that
the formant measures differ significantly from
target reference values for formants F1 and F3.
For these two formants, the p-values are re-
spectively equal to 3.11e− 05 and 0.0078, thus
smaller than 0.05. In these two cases, the null
hypothesis is rejected, and we can conclude
that these two formants do not achieve the
target reference value before training for the
/y/ vowel. More precisely, F1 and F3 mean
formant measures are higher than the target
reference values. For formants F2 and F4, the
null hypothesis cannot be rejected.
Concerning Question Q2, the null hypotheses
are rejected at level 5% for formants F1 and F3
after training (p = 4.5e − 06 and p = 0.014).
Formants F1 and F3 are still higher than the
target reference values.
Concerning Question Q3, the four tests of the
null hypothesis lead to the conclusion that for-
mants F2 and F4 have evolved during the train-
ing (p < e − 04 and p = 0.00204), whereas
formants F1 and F3 have not (p = 0.097 and
p = 0.855). More precisely, formant F2 has
increased during the training but still remains
close to the target reference value, whereas for-
mant F4 has decreased during the training even
if it also remains close to the target reference
value.
Results for Question Q4 show that before train-
ing, all formant distances F2-F1, F3-F2 and F4-
F3 achieve the corresponding target reference
values, at level 5%. Note that the p-values are
very close to level 5% (p = 0.1018, 0.0563 and
0.0657). A focalization similar to the expected
French one seems already in place before train-
ing.
Concerning Question Q5, it can be concluded
that, after training, distances F2-F1 and F3-F2
still achieve their target value (p = 0.907 and
p = 0.795), whereas distance F4-F3 does not
achieve its target value anymore (p = 0.007).
This result is mainly due to the decreasing of
formant F4 after training.
Finally, the three tests of the null hypotheses
to answer Question Q6 lead to conclude that
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all the distances between the formants have
evolved between before and after training. The
null hypothesis for each statistical test is re-
jected as the three p-values are smaller than
0.05. Clearly, the evolutions of distances F2-
F1 and F3-F2 are both due to the evolution of
formant F2.

4.2. Results for /ø/ vowel

For /ø/ vowel, the same methodology as for
/y/ vowel has been applied. The model selec-
tion step leads to the same model M4 as for
/y/ vowel. Concerning the statistical tests step,
only the target values change, they are now
φ1 = 406, φ2 = 1599, φ3 = 2703 and φ4 = 3985
as referenced by Georgeton et al. (2012).
The results obtained for Question Q1 show
that formants F2 and F4 have already achieved
the target value before training for /ø/ vowel
(p = 0.689 and p = 0.567) whereas formants
F1 and F3 do not (p < 1e− 04 and p < 0.002).
More precisely, F1 and F3 mean formant mea-
sures are higher that their target reference val-
ues. This result is similar to what was obtained
for vowel /y/.
Statistical tests for Question Q2 enable us to
conclude that only formant F2 achieves the
target value after training (p = 0.202).
Concerning Question Q3, the four tests of the
null hypotheses lead to the conclusion that
all formant values have increased during the
training (p = 0.0002, p = 3.44e − 05 and
p < 1e− 05), except formant F1 (p = 0.999).
The results obtained for Question Q4 show
that only the difference F4-F3 has not achieved
its target reference value before training (p =
0.0003). This is due to the fact that formant F3
is quite higher than its target reference value.
From the results obtained for Question Q5, it
can be concluded that all differences between
formants achieve the target reference values
after training, at level 5%.
Finally, the results obtained for Question Q6
lead us to conclude that only the differences
F2-F1 and F4-F3 have evolved with the training
for this vowel (p = 0.0003 and p < 1e− 04).

5. Discussion and conclusion

In this paper, we discuss a methodological sta-
tistical approach in the context of formant mea-
surements expected to reflect the benefit of
an 8-hour French pronunciation training pro-
posed to native Italian female speakers. Sta-
tistical models of increased complexity have
been proposed to fit the phonetical data and to
take into account the dependence between the
measured formants. We draw attention to the
fact that all statistical tests are based on model
assumptions. Test conclusions are only valid if
the model assumptions are also valid, and no
p-value should be interpreted before the model
has been carefully validated. Graphical model
validation tools such as residuals plots have
been presented in detail in the paper.

The results for the two anterior non-native vow-
els /y/ and /ø/ have been presented. The
main observation is that the native Italian
speakers did not produce these two French
vowels in the expected formantic areas (differ-
ences assessed in F1 and F3) prior to training.
Training did not improve the matching to the
target reference values, even if their vowel pro-
nunciation evolved during training. Concern-
ing focalization which is addressed by rather
small differences between adjacent formants
(F2-F1, F3-F2, and F4-F3), a similarity with
French focalization was already in place prior
to the training for vowel /y/, and in particular
the F3-F2 distance which is perceptually rele-
vant for this vowel. However after training, the
F3-F2 distance is smaller due to higher F2 and
rather stable F3 values (F2 moves away from
F1 and approaches F3) reinforcing the spec-
tral focalization. For vowel /ø/, differences
were found for F4-F3 before training. Train-
ing removed these differences for vowel /ø/.
Furthermore, training also modified the F4-F3
distance for vowel /y/.

The statistical modelling approach developed
here can be used in all phonetical studies which
make use of comparison of formant measure-
ments.
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Appendix A: Codes

Code 1: R code for fitting model M0 and plotting the residuals

resM0.Vy.std<-residuals(fitM0.Vy,type="pearson")
plot(fitM0.Vy,subject~resM0.Vy.std|formant,abline=0,xlim=c(-5,5),

xlab="Standardized residuals")
plot(fitM0.Vy,subject~resM0.Vy.std|stage,abline=0,xlim=c(-5,5),

xlab="Standardized residuals")

Code 2: R code for fitting model M1

fitM1.Vy <- lme(Y ~ formant*stage,
random=list(subject=pdBlocked(list(pdIdent(~1),

pdIdent(~formant-1)))),
method="ML")

Code 3: R code for fitting model M2

fitM2.Vy <- lme(Y~ formant*stage,
random=list(subject=pdBlocked(list(pdIdent(~1),

pdDiag(~formant-1)))),
method="ML")

Code 4: R code for comparing models M1 and M2

> anova(fitM1.Vy,fitM2.Vy)
Model df AIC BIC logLik Test L.Ratio p-value

fitM1.Vy 1 11 34980.65 35045.46 -17479.33
fitM2.Vy 2 14 34971.34 35053.83 -17471.67 1 vs 2 15.30663 0.0016

Code 5: R code for fitting model M3

fitM3.Vy <- lme(Y ~ formant*stage,
random=list(subject=pdBlocked(list(pdIdent(~1),

pdDiag(~formant-1)))),
weights=varIdent(form=~1|formant),
method="ML",control=lmeControl(niterEM=200))

Code 6: R code for comparing models M2 and M3

> anova(fitM2.Vy,fitM3.Vy)
Model df AIC BIC logLik Test L.Ratio p-value

fitM2.Vy 1 14 34971.34 35053.83 -17471.67
fitM3.Vy 2 17 33340.55 33440.71 -16653.28 1 vs 2 1636.794 <.0001

Code 7: R code for fitting model M4 and comparing models M3 and M4

mailto:frederique.letue@univ-grenoble-alpes.fr
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fitM4.Vy <- lme(Y ~ formant*stage,
random=list(subject=pdBlocked(list(pdIdent(~1),

pdDiag(~formant-1)))),
weights=varIdent(form=~1|formant),
correlation=corSymm(form=~1|subject/trial),
method="ML",control=lmeControl(msMaxIter=1000))

> anova(fitM3.Vy,fitM4.Vy)
Model df AIC BIC logLik Test L.Ratio p-value

fitM3.Vy 1 17 33340.55 33440.71 -16653.28
fitM4.Vy 2 23 33253.57 33389.09 -16603.79 1 vs 2 98.97661 <.0001

Code 8: R code for fitting model M5 and comparing models M4 and M5

fitM5.Vy <- lme(Y ~ formant+stage,
random=list(subject=pdBlocked(list(pdIdent(~1),

pdDiag(~formant-1)))),
weights=varIdent(form=~1|formant),
correlation=corSymm(form=~1|subject/trial),
method="ML",control=lmeControl(msMaxIter=1000))

> anova(fitM5.Vy,fitM4.Vy)
Model df AIC BIC logLik Test L.Ratio p-value

fitM5.Vy 1 20 33301.47 33419.31 -16630.73
fitM4.Vy 2 23 33253.57 33389.09 -16603.79 1 vs 2 53.89389 <.0001

Code 9: R code for fitting model M4 with the REML method and for performing the statistical
tests for Question 1

fitM4.Vy.REML <- lme(Y ~ formant*stage,
random=list(subject=pdBlocked(list(pdIdent(~1),

pdDiag(~formant-1)))),
weights=varIdent(form=~1|formant),
correlation=corSymm(form=~1|subject/trial),
method="REML",control=lmeControl(msMaxIter=1000))

library(multcomp)
valeurs.cible.y<-c(276,2091,2579,3826)
question1<-rbind(’mu’=c(1,0,0,0,0,0,0,0),

’mu+alpha2’=c(1,1,0,0,0,0,0,0),
’mu+alpha3’=c(1,0,1,0,0,0,0,0),
’mu+alpha4’=c(1,0,0,1,0,0,0,0))

summary(glht(fitM4.Vy.REML,linfct=question1,rhs=valeurs.cible.y))

Code 10: R code for performing the statistical tests for Question 2

question2<-rbind(’mu+beta.After’=c(1,0,0,0,1,0,0,0),
’mu+alpha2+beta.After+gamma2After’=c(1,1,0,0,1,1,0,0),
’mu+alpha3+beta.After+gamma3After’=c(1,0,1,0,1,0,1,0),
’mu+alpha4+beta.After+gamma4After’=c(1,0,0,1,1,0,0,1))

summary(glht(fitM4.Vy.REML,linfct=question2,rhs=valeurs.cible.y))
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Code 11: R code for performing the statistical tests for Question 3

question3<-rbind(’betaAfter’=c(0,0,0,0,1,0,0,0),
’betaAfter+gamma2After’=c(0,0,0,0,1,1,0,0),
’betaAfter+gamma3After’=c(0,0,0,0,1,0,1,0),
’betaAfter+gamma4After’=c(0,0,0,0,1,0,0,1))

summary(glht(fitM4.Vy.REML,linfct=question3))

Code 12: R code for performing the statistical tests for Question 4

question4<-rbind(’alpha2’=c(0,1,0,0,0,0,0,0),
’alpha3-alpha2’=c(0,-1,1,0,0,0,0,0),
’alpha4-alpha3’=c(0,0,-1,1,0,0,0,0))

summary(glht(fitM4.Vy.REML,linfct=question4,rhs=diff(valeurs.cible.y)))

Code 13: R code for performing the statistical tests for Question 5

question5<-rbind(’alpha2+gamma2After’=c(0,1,0,0,0,1,0,0),
’alpha3-alpha2+gamma3After-gamma2After’=c(0,-1,1,0,0,-1,1,0),
’alpha4-alpha3+gamma4After-gamma3After’=c(0,0,-1,1,0,0,-1,1))

summary(glht(fitM4.Vy.REML,linfct=question5,rhs=diff(valeurs.cible.y)))

Code 14: R code for performing the statistical tests for Question 6

question6<-rbind(’gamma2After’=c(0,0,0,0,0,1,0,0),
’gamma3After-gamma2After’=c(0,0,0,0,0,-1,1,0),
’gamma4After-gamma3After’=c(0,0,0,0,0,0,-1,1))

summary(glht(fitM4.Vy.REML,linfct=question6))

Appendix B: R outputs for /y/ and /ø/ vowels

5.1. R output for Question Q1

Question Q1 : Do formants already achieve the French reference value before training?

1. Vowel /y/

Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

mu == 276 364.78 19.85 4.471 3.11e-05 ***
mu+alpha2 == 2091 1997.63 88.21 -1.058 0.7457
mu+alpha3 == 2579 2706.52 41.18 3.097 0.0078 **
mu+alpha4 == 3826 3843.52 28.40 0.617 0.9541

2. Vowel /ø/

Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

mu == 406 481.97 10.00 7.595 < 1e-04 ***
mu+alpha2 == 1599 1676.45 69.67 1.112 0.68895
mu+alpha3 == 2703 2794.41 26.11 3.502 0.00182 **
mu+alpha4 == 3985 3955.19 23.23 -1.283 0.56691
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5.2. R output for Question Q2

Question Q2 : Do formants achieve the French reference reference value after training?

1. Vowel /y/

Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

mu+betaAfter == 276 372.49 19.82 4.868 4.5e-06 ***
mu+alpha2+betaAfter+gamma2After == 2091 2146.13 87.95 0.627 0.952
mu+alpha3+betaAfter+gamma3After == 2579 2698.89 41.07 2.919 0.014 *
mu+alpha4+betaAfter+gamma4After == 3826 3797.92 28.05 -1.001 0.782

2. Vowel /ø/

Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

mu+betaAfter == 406 482.703 9.928 7.726 < 0.001 ***
mu+alpha2+betaAfter+gamma2After == 1599 1730.940 69.538 1.897 0.20205
mu+alpha3+betaAfter+gamma3After == 2703 2836.611 25.928 5.153 < 0.001 ***
mu+alpha4+betaAfter+gamma4After == 3985 4060.191 22.905 3.283 0.00419 **

5.3. R output for Question Q3

Question Q3 : Are formants similar before and after training?

1. Vowel /y/

Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

betaAfter == 0 7.717 3.458 2.231 0.09731 .
betaAfter+gamma2After == 0 148.503 20.160 7.366 < 1e-04 ***
betaAfter+gamma3After == 0 -7.628 8.857 -0.861 0.85485
betaAfter+gamma4After == 0 -45.595 13.127 -3.473 0.00204 **

2. Vowel /ø/

Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

betaAfter == 0 0.7317 3.7915 0.193 0.999399
betaAfter+gamma2After == 0 54.4931 13.4606 4.048 0.000206 ***
betaAfter+gamma3After == 0 42.1969 9.4855 4.449 3.44e-05 ***
betaAfter+gamma4After == 0 105.0018 12.0893 8.686 < 1e-05 ***

5.4. R output for Question Q4

Question Q4 : Is focalization before training already similar to that of French front vowels?

1. Vowel /y/
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Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

alpha2 == 1815 1632.85 90.42 -2.014 0.1018
alpha3-alpha2 == 488 708.89 97.56 2.264 0.0563 .
alpha4-alpha3 == 1247 1137.00 49.97 -2.201 0.0657 .

2. Vowel /ø/

Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

alpha2 == 1193 1194.48 69.05 0.021 0.999978
alpha3-alpha2 == 1104 1117.97 72.97 0.191 0.987116
alpha4-alpha3 == 1282 1160.77 31.65 -3.830 0.000257 ***

5.5. R output for Question Q5

Question Q5 : Is focalization after training similar to that of French front vowels?

1. Vowel /y/

Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

alpha2+gamma2After == 1815 1773.64 90.15 -0.459 0.90676
alpha3-alpha2+gamma3After-gamma2After == 488 552.76 97.23 0.666 0.79504
alpha4-alpha3+gamma4After-gamma3After == 1247 1099.03 49.70 -2.977 0.00722 **

2. Vowel /ø/

Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

alpha2+gamma2After == 1193 1248.24 68.91 0.802 0.697
alpha3-alpha2+gamma3After-gamma2After == 1104 1105.67 72.81 0.023 1.000
alpha4-alpha3+gamma4After-gamma3After == 1282 1223.58 31.37 -1.862 0.136

5.6. R output for Question Q6

Question Q6 : Are distances between successive formants similar before and after training?

1. Vowel /y/

Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

gamma2After == 0 140.79 20.45 6.884 <0.001 ***
gamma3After-gamma2After == 0 -156.13 23.59 -6.618 <0.001 ***
gamma4After-gamma3After == 0 -37.97 15.59 -2.436 0.0352 *

2. Vowel /ø/
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Linear Hypotheses:
Estimate Std. Error z value Pr(>|z|)

gamma2After == 0 53.76 13.87 3.876 0.000258 ***
gamma3After-gamma2After == 0 -12.30 14.85 -0.828 0.724612
gamma4After-gamma3After == 0 62.80 13.13 4.783 < 1e-04 ***
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